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This book is dedicated to my wife, Brenda, who has taken this
prompt engineering journey with me, and at times even led the
way for me.

Thanks, Brenda, with all my love,

~ Dennis



Preface

Aaaaaaabh, that picture of the lamp...

Hopefully it reminds the reader of "Aladdin's Lamp", a Middle Eastern
folk tale about a young man named Aladdin who discovers a
magical lamp. As the story goes, that lamp contains a genie who
grants Aladdin wishes, which he uses to gain wealth on his quest to
become a prince. A sorcerer named Jafar tries to steal the lamp, but
is ultimately defeated by Aladdin. Of course, as all good tales like
this usually end, Aladdin sets the genie free and lives happily ever
after with Princess Jasmine.

Now, that's not exactly the way | heard that story, but it still very
much helps me introduce the challenges that face those of us
attempting to work with artificial intelligence sources.

As an aside here, I've worked within several fairly high level
professions in a very long and rewarding life. One thing | didn't
enjoy, however — in any profession — was the way those in
related ivory towers seemed to invent their own terminology. |
mean, it seemed almost on purpose that they'd create terms
that made the coiner sound important, but didn't make a bit of
sense for where the terms or phrases were going to be used.
So, it came as no surprise when | discovered much the same
happening as Brenda and | started dabbling in artificial
intelligence.

Yes, enter the phrase “prompt engineering”. Oh, for sure we
understand what it means — now, but I'm apologizing in advance for
those who evidently rushed to occupy their spot in an “Al” ivory
tower.

Textbooks are likely to tell you that prompt engineering is a
technique that lets you guide computer responses. In other words,
it's about designing “prompts” to achieve specific goals and make
computers understand you better.
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As we move forward here, we'll explore together the basics of
prompts, including their types, and how they shape computer output.
And we'll also discover how to create effective prompts that match
your needs and audience.

Before we go any further, let's make sure we're on the same page. |
want to help you become better at giving instructions. This means
using the right words, thinking about the situation, and being clear
and specific with your instructions.

| also want to make your instructions even better by tailoring them to
different tasks, improving their accuracy, and learning from
feedback. By doing this, you'll become really good at giving
instructions!

We'll want to avoid common mistakes -- like using only one type of
instruction, not considering the situation, or being unfair. It's
important to be aware of these pitfalls and overcome them.

Along the way, we'll explore new and exciting things happening in
the world of instructions. We'll discover how they can be used in
healthcare, education, and customer service to make a big impact.

Yes, and it's going to be a fun and interesting journey!

So, that new and somewhat hard to understand phrase, “prompt
engineering”? In most instances, working with “Al” or artificial
intelligence requires us to submit a request for feedback. And,
much like Aladdin, I'll suggest that our “wishes” are valuable, and
can either lead us down a rabbit hole or where we really want to go.
Or, echoing the advice from an old friend, we might say that, “Our
success is based on asking the right questions.”

My aim then, is to help unlock the potential of prompt engineering
for the reader, shape his or her computer communications, and
become a master in controlling language technology.



Introduction

What Is Prompt Engineering?

Imagine you have a magical robot friend who can talk and help you
with things. One day, you ask your robot friend to clean your room.
But instead of knowing exactly what to do, your robot friend asks
you questions like, "Where should | put your toys?" or "How do you
want your books arranged?” Is it likely your bot friend needs more
info to get it right.

That's similar to prompt engineering. It's a way of teaching computer
programs to understand what we want them to do by asking them
questions. We break down the task into smaller steps and ask the
program to clarify things it doesn't understand.

For example, let's say you want the program to help you come up
with ideas for characters in a story you're writing. You start by telling
the program to create a brave and clever hero. But the program
might need more information to understand what you mean by
bravery and cleverness. So it might ask you questions like, "Can you
tell me about a situation where the hero shows bravery?" or "How
does the hero use cleverness to solve a problem?"

By answering these questions, the program can understand your
idea better. It's like having a conversation with the program to make
sure it knows what you want. It's a way of adjusting the instructions
to get the best results.

So, prompt engineering is all about breaking tasks into smaller steps
and asking questions to help computer programs understand what
we want them to do.



What does it mean to be a prompt
engineer?

Being a prompt engineer means using a special kind of robot, called
a language model, to help us get good and helpful answers. Here are
some steps to become a great prompt engineer:

1.

Get to know your robot friend: Learn what the language
model can and can't do. It's good at giving detailed and
creative answers, but sometimes it might make mistakes. So
we need to check and make sure the answers are correct.

Know what you want: Decide what you want your robot friend
to help you with. Figure out the specific information or task
you need help with. This will help you ask the right questions
and get the right answers.

. Be clear and specific: When you ask your robot friend a

question, make sure you give all the important details. Tell it
exactly what you want and any rules or instructions it needs
to follow. This way, you'll get more focused and accurate
answers.

Try different ways: Experiment with different questions and
see how your robot friend responds. Pay attention to the

quality and relevance of the answers. If something doesn't
seem right, try changing your question to get better results.

Help your robot friend understand: If you're talking about
something complex, give more examples or details to your
robot friend. This will help it understand what you want and
give you better answers. With that, it should make sense that,
the more info we provide, the better the answers should be.

Check the answers: Look carefully at the answers your robot
friend gives you. Make sure they are correct, make sense,
and are good quality. If you find any mistakes or problems,
change your questions or try asking in a different way to get
better answers.



7. Learn from feedback: If you have a way to give feedback to
your robot friend, use it! Tell it if the answers were good or if
there were any problems. This will help your robot friend
improve and give you even better answers in the future.

8. Keep learning: Stay updated with new things happening in
prompt engineering. There are always new ideas and
techniques coming up. By keeping up with the latest
information, you can make your robot friend even smarter
and get even better answers.

Remember, prompt engineering is all about experimenting, making
changes, and learning from your robot friend.

By following these steps, you'll become an awesome prompt
engineer and get the best answers from your language model friend!



Chapter 1
Foundations of Prompt Engineering

Prompt engineering is a special way to teach language models to
give us specific and helpful answers. Let's learn some important
things about it:

1. What are prompts? Prompts are like instructions we give to
the language model. They can be short or long, depending on
what we want the model to do.

2. Types of prompts: There are different types of prompts we
can use. Contextual prompts give the model information to
generate a specific response. Keyword prompts include
certain words that trigger a particular answer. Generative
prompts inspire the model to be creative and come up with
new ideas.

3. Making effective prompts: To make a good prompt, we need
to think about the goal of our task. We should create
prompts that connect the input to the desired output. We
also need to use the right language and tone for the
situation.

4. Examples of successful prompts: Here are some examples
of prompts that work well. In a customer support model, a
prompt like "refund my purchase" gets the right answer. In a
content generation model, a prompt like "Write an article
about the benefits of meditation" gives us a great article. In a
dialogue model, a prompt like "Write a conversation between
friends talking about their favorite books" creates an
interesting and realistic dialogue.

By understanding how prompts work, we can teach language
models to give us accurate and useful answers. It's a way to guide
them and get the results we want for specific tasks.




Chapter 2
Creating Effective Prompts

Creating good prompts is important when we want language models
to give us the right answers. Here are some things to think about
when making prompts:

1.

Context: The prompt should match the task and situation
where we're using the model.

Language: The way we write the prompt should fit the
audience and situation we're in.

. Be specific: The prompt should be clear and give enough

details so the model knows what we want.

Keep it simple: The prompt should match what the model
can do and what we need for the task.

There are different ways to structure prompts. Here are some
common ones:

1.

Question prompt: We ask the model a question, and it gives
us an answer.

Fill-in-the-blank prompt: We give the model a sentence with a
blank space, and it fills it in.

. Sentence completion prompt: We start a sentence, and the

model finishes it.

Prompt chaining: We give the model a series of prompts to
generate a series of related answers.

Here are some tips for making effective prompts:

1.

Use clear and simple language so the model understands.

2. Give the prompt some context to guide the model's answer.

3. Try using different prompts to cover different parts of a task

or get different answers.
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4. Continuously evaluate and refine prompts based on the
model's responses and user feedback.

Here are some real-life examples of good prompts:
1. In a recipe model, we can use a fill-in-the-blank prompt like
"Combine __and ___in alarge bowl!" to get accurate
instructions.

2. In a product description model, a prompt like "Write a
paragraph describing the features and benefits of this
product" helps get high-quality output.

3. In a customer support chatbot, a question prompt like "What
is your issue or question?" helps the model give relevant
responses.

By thinking about these things and using different prompt styles, we
can guide language models to give us great answers that meet our
goals.

-12-



Chapter 3
Techniques for Fine-Tuning Prompts

When we want to make natural language processing models better,
we can fine-tune their prompts. And, with that, these are a few
techniques that can do that:

1.

Fine-tuning prompts for specific tasks: We can make the
model better at a particular task by adding specific keywords
or phrases to the prompt. These words help guide the model
to give the right answers. We can also set rules like word
limits or how the output should be formatted to make it more
accurate.

Refining prompts: We can make prompts better by adjusting
the language and tone to match the audience or situation.
We can also listen to feedback from users or evaluators to
find areas where we can improve. By testing and refining
prompts over and over, we can make the model perform even
better.

Evaluating and adjusting prompts: It's important to test
prompts on different inputs to make sure the model's
answers are accurate and relevant. We should keep
adjusting the prompts based on feedback from users and
evaluators. And as the needs of the users change, we need
to keep reviewing and improving the prompts.

By using these techniques, developers and researchers can make
natural language processing models give more accurate and helpful
answers. It's all about fine-tuning the prompts to get the best

results.

-13-



Chapter 4
Common Challenges in Prompt
Engineering

Sometimes, working with prompts can be tricky, but there are ways
to overcome challenges. Here are some common challenges in
prompt engineering and how to tackle them:

1. Using the same type of prompt all the time: If we always use
the same kind of prompt, the model's answers may not be as
good. It's important to use different formats and structures
for prompts to get better and more diverse results.

2. Not giving enough information in the prompt: If we don't
include enough details in the prompt, the model might give
wrong or unrelated answers. We need to make sure the
prompt has all the information the model needs to give
accurate responses.

3. Testing in a limited way: If we only test the model on a few
specific examples, we might miss out on finding problems.
It's better to test the model on different inputs to make sure it
works well in many situations.

4. Dealing with bias in prompts: Sometimes, bias can be
unintentionally included in prompts, which can affect the
model's responses. To handle this, we can analyze the
prompts for bias and use diverse and fair training data to
help the model avoid bias. It's also important to consider
ethical guidelines when creating prompts.

To troubleshoot and make prompts better, we can:

1. Look closely at the model's answers to find patterns or areas
for improvement.

2. Ask for feedback from users or evaluators to know how we
can make the prompts better.
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3. Keep testing and refining prompts based on the model's
performance and feedback from users.

4. Try different prompt formats, structures, or techniques to see
which ones work best for the task and help the model give
better answers.

By addressing these challenges and following these strategies,
developers and researchers can improve how well natural language
processing models understand and respond to prompts.
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Chapter 5
Future Directions in Prompt
Engineering

Prompt engineering is an exciting field that keeps growing, and it
has many possibilities for the future. Let's explore some of them:

1. Better prompt generation: In the future, we might have
algorithms that can create prompts automatically, making it
easier to get good results from language models.

2. New types of prompts: We could see prompts that involve
having a conversation with the model, or using different
types of input like images or videos.

3. Combining prompt engineering with other techniques: Prompt
engineering can work together with other methods to make
language models even better. For example, we can use
prompt engineering along with transfer learning or
self-supervised learning to improve how the models work.

4. Ethical considerations and fairness: It's important to make
sure that prompts and the models themselves are fair and
unbiased. In the future, prompt engineering will focus more
on this aspect, ensuring that everyone is treated fairly.

These advancements in prompt engineering can have a big impact
in various fields:

e Healthcare: Language models can help doctors analyze
medical records and provide better care to patients.

e Education: Language models can assist teachers in grading
essays, answering questions, and creating personalized
learning experiences.

e Customer service: Language models can improve customer
service by giving automated help and solving problems.
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e Law and justice: Language models can aid in legal research,
analyze legal documents, and support decision-making in the
legal field.

e Science and research: Language models can help scientists
analyze research papers and process data more efficiently.

As prompt engineering keeps advancing, there are many
opportunities for new ideas and improvements:

e Creating algorithms that generate excellent prompts
automatically.

e Combining prompt engineering with active learning or
reinforcement learning for even better results.

e Exploring prompts that include different types of inputs or
allow for conversations with the models.

e Making sure that prompt engineering follows ethical
guidelines to avoid biases or negative effects.

By exploring these possibilities and advancing prompt engineering,
researchers and developers can make language models more
effective and continue to improve the field.
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Chapter 6
Conclusion

Prompt engineering is a cool technique that helps make language
models better. In this book, we learned about creating prompts,
making them effective, and fixing problems that can come up. We
also looked at what might happen in the future.

Here are some important things we learned:

e Prompt engineering is about designing prompts to guide
language models.

e Different tasks need different prompts, and how we write
them can affect how well the model works.

e To make good prompts, we need to think about the task, the
model, and what we want the model to do.

e We can make prompts better by trying different things and
making changes based on how the model does.

e Some challenges in prompt engineering are relying too much
on one kind of prompt, not giving enough information, and
being biased.

e In the future, we might have better ways to make prompts,
and we can combine prompt engineering with other
techniques.

e We should keep learning and exploring prompt engineering
and make sure to think about what's right and fair.

If you want to learn more, there are lots of
resources out there. You can read papers,
join communities, and use open-source
tools. Keep learning and trying new things
to make language models even better!

Oh, and by the way, | had a funny moment
when | realized | was talking about making
prompts interesting but didn't ask my
digital writing helper to do that. It
reminded me that sometimes we forget to
use the tools we have, and it made me laugh at myself.
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Epilogue

| actually solicited a favorite "Al" program to help me define the term
"epilogue”. So, paraphrasing that, let me say that an epilogue is like
a special ending section, or an extra part that adds more information
or updates about the topics previously covered. Then, especially
helping to meet my aims, this bonus chapter should add some
insights, wrap up some loose ends, and act as a way to share some
final thoughts or reflections.

Yes, I'd say, especially when it comes to those final few points. But,
here's what | mean...

You see, while this book is loaded with lots of hard, fast advice -
and as many firm definitions, | need to say right now that the
greatest strides one can make in prompt engineering come with
experience.

Experience is really valuable if one is to be an expert in prompt
engineering. Just like practicing a lot would help you get better at
playing an instrument or a sport, having experience helps a prompt
engineer become increasingly more proficient at his or her work.

Imagine having a special tool that can give you answers to any
question you ask. Prompt engineers are like the experts who know
how to use that tool to get the very best answers. And, the more
experience they have, the better they become at using that tool
effectively.

With experience, prompt engineers learn all the tips and tricks to
communicate with the tool in the best way. They know the right
words and questions to use, so they can get accurate and helpful
answers. It's like they have a special knowledge of how to talk to the
tool.
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Experience also helps prompt engineers
become really smart about predicting
and solving problems. Having
encountered many situations before,
experienced prompt engineers know
what to do when things don't go as
expected. It's like they have a special
ability to handle challenges and find N
solutions.

So, experience is super important for
prompt engineering expertise. The more
experience a prompt engineer has, the
better he or she can use the tool to get great answers, and become
the skilled expert required of a true prompt engineer!
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